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INTRODUCTION

The Industrial Internet of Things (IIoT) has 
revolutionized the way we think about industrial 
systems, bringing together physical devices, sen-
sors, and software to enable real-time monitoring 
and control. By providing real-time data on pro-
duction processes, supply chain management, and 
equipment maintenance, IIoT enables companies to 
optimize their operations, minimize downtime, and 
reduce costs. IIoT also allows for greater flexibility 
and agility in the face of changing market demands. 

With access to real-time data, manufactur-
ers can quickly adjust production processes and 
adapt to changing consumer preferences, with-
out sacrificing quality or efficiency. This enables 

companies to respond more quickly to market 
trends and gain a competitive advantage. The 
increasing connectivity and complexity of these 
systems also create new challenges, such as the 
risk of cyber-attacks and intrusions. Intrusion de-
tection systems (IDS) play a crucial role in pro-
tecting IIoT systems by detecting and mitigating 
potential security threats. An IDS is a security 
solution that monitors network traffic for signs of 
malicious activity. It works by analyzing network 
traffic and identifying patterns that are indicative 
of an attack. An IDS can help mitigate the cyber 
attack risks associated with IIoT by detecting and 
responding to threats in real-time [1].

IDS can be categorized into different types, 
such as anomaly-based, signature-based, and 
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hybrid methods. Furthermore, anomaly-based 
methods can be subcategorized as statistical-
based, knowledge-based, or machine learning-
based. The statistical-based method uses a sto-
chastic model of normal operation to compare 
traffic statistics and detect anomalies. Knowl-
edge-based methods use expert rules to describe 
normal and attack behavior, while fuzzy-based 
methods use a rule-based system connected to 
input data. Machine learning-based techniques 
create an explicit or implicit model of observed 
patterns and update them regularly to improve in-
trusion detection efficiency.

Machine learning algorithms leverage the 
power of computer science and mathematics to 
develop models that can learn and improve upon 
themselves with experience. The process involves 
exposing the algorithms to vast amounts of data, 
allowing them to identify and learn from patterns 
that are too complex for traditional non-machine 
learning approaches. By using this approach, ma-
chine learning algorithms can make predictions, 
detect anomalies, and provide insights with a 
level of accuracy and precision that non-machine 
learning techniques cannot match. The ability to 
continuously learn and improve through exposure 
to new data is one of the key strengths of machine 
learning, which has made it an indispensable tool 
for a wide range of applications across numerous 
industries [2].

Numerous techniques exist to analyze net-
work traffic flow, including stateful protocol 
analysis, anomaly detection, and misuse detec-
tion. Misuse detection involves using predefined 
signatures and filters to recognize attacks, which 
necessitates consistent human intervention to 
keep the signature database up to date. Although 
this technique can successfully identify known 
attacks, it may not be useful in detecting new or 
unknown attacks. In contrast, anomaly detection 
utilizes heuristic mechanisms to pinpoint mali-
cious activities that deviate from normal behav-
ior. However, it can lead to a high rate of false 
positives, particularly in complex environments.

Preprocessing is an essential step in IDS that 
involves transforming raw data into a format that 
is suitable for model training [3]. Preprocessing 
techniques such as imputation, scaling and fea-
ture selection can help to identify patterns and 
anomalies in the data, enabling the IDS to detect 
potential security threats more accurately and ef-
ficiently. However, the preprocessing stage can be 
time-consuming and resource-intensive, and can 

require domain-specific knowledge, which can 
limit the scalability and usability of the IDS.

To overcome these challenges, researchers 
have been exploring the use of automated prepro-
cessing techniques that can streamline the data 
preparation process and improve the quality of 
the data used for model training. Automated pre-
processing techniques leverage algorithms and 
statistical models to handle tasks such as miss-
ing data imputation, feature scaling, and outlier 
detection, without requiring extensive domain 
knowledge or manual intervention.

Related work

Cyberattacks on IIoT systems can have seri-
ous consequences, such as production downtime, 
equipment damage, loss of intellectual property, 
and even risk to human safety. To mitigate these 
risks, Intrusion Detection Systems (IDS) have be-
come a crucial part of IIoT security infrastructure. 
IDS are designed to detect and respond to cyberat-
tacks, and their implementation can greatly reduce 
the impact of cyberattacks on IIoT systems. How-
ever, developing an effective IDS for IIoT is a com-
plex task due to the unique challenges posed by the 
complex and dynamic nature of IIoT systems.

In study [4], it is suggested that a deep neu-
ral network (DNN) could be utilized to design an 
intrusion detection system (IDS) that is both effi-
cient and expandable. This IDS has the capability 
to identify and categorize cyberattacks automati-
cally and promptly, at both network and host lev-
els, using machine learning methods. The study 
highlights the challenges in using machine learn-
ing for IDS due to the continuously changing na-
ture of cyberattacks and the need for systematic 
benchmarking of publicly available malware da-
tasets. The study provides a comprehensive eval-
uation of various machine learning algorithms on 
multiple publicly available benchmark malware 
datasets, and demonstrates the superior perfor-
mance of DNNs over classical machine learn-
ing classifiers. According to the study, the DNN 
model put forward can acquire abstract and high-
dimensional feature representations of IDS data. 
The authors suggest a hybrid DNN framework 
that is scalable and can monitor network traffic 
and host-level events in real-time, enabling the 
system to alert potential cyber attacks proactively.

The purpose of the study [5] is to create a re-
liable and efficient technique for detecting fraud 
in internet-based transactions. With the rise in 
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online transactions, the likelihood of fraudu-
lent behavior has also increased. Detecting and 
preventing fraudulent transactions is critical for 
preserving the trust of customers in online pay-
ment systems. Traditional rule-based methods 
for detecting fraud are no longer effective due 
to the complexity and diversity of fraudulent 
activities. Therefore, researchers are turning to 
machine learning techniques to build fraud de-
tection models that can learn from large amounts 
of data and detect fraudulent patterns. This re-
search proposes a deep learning-based method 
for detecting fraud in internet-based transac-
tions. The method is specifically designed to 
handle unbalanced and dynamic data and utiliz-
es a combination of deep learning architectures 
such as convolutional neural networks and long 
short-term memory networks. The effectiveness 
of this method is demonstrated by evaluating its 
performance on a publicly available credit card 
fraud dataset. The results indicate that this ap-
proach outperforms existing machine learning 
techniques for fraud detection in terms of pre-
cision, recall, accuracy, and F1 score. This pro-
posed approach has the potential to be utilized in 
real-world online payment systems to enhance 
their security and prevent fraudulent activities.

An attack detection model for computer net-
works is proposed in [6]. The study suggests a 
technique for selecting features based on corre-
lation, which utilizes the Pearson correlation al-
gorithm to identify features with a high degree 
of correlation. The selected features are used 
for classification modeling using Random For-
est, and the results show high detection accuracy, 
precision, and recall. The proposed model can be 
used to improve existing IDS models.

In 2015, the UNSW-NB15 dataset was devel-
oped to aid in the research of intrusion detection, 
and a study [7] has utilized this dataset. The main 
objective of this study is to utilize machine learn-
ing techniques to identify significant features that 
can enhance intrusion detection in network sys-
tems, while also addressing the curse of high di-
mensionality caused by irrelevant and redundant 
features. To evaluate the efficacy of this feature 
selection approach, the proposed feature subset 
is compared with previous research on feature 
selection in the KddCup99 dataset. The lack of 
available research data for network intrusion de-
tection is a major obstacle for researchers in this 
field, and the UNSW-NB15 dataset is a recent at-
tempt to overcome this problem.

A new system for detecting network intru-
sions is introduced in [8]. The system employs a 
dual-action approach that includes meta-classifi-
er-based feature selection and ensemble learning 
meta-classifiers for stacking via cross-validation 
to prevent overfitting. The goal of this system is 
to tackle the challenges faced by Intrusion Pre-
vention Systems (IPS), which are a type of ex-
tended IDS network security technology that is 
designed to block threats and detect vulnerabili-
ties in real-time while maintaining network per-
formance. The study also points out the problems 
of computation cost and feature selection, which 
can reduce the effectiveness of IPS. Instead of 
utilizing features that are common to all types of 
attacks, the proposed system enhances the overall 
classification accuracy by selecting a more effec-
tive subset of informative features for each spe-
cific attack type. This accelerates the learning and 
testing process, leading to higher detection rates 
and fewer false alarms. Additionally, the system’s 
ability to operate in online mode and scale is 
demonstrated through several experiments.

Researchers employ Genetic Algorithms to 
automate the process of rule generation for intru-
sion detection and prevention in Software De-
fined Networking (SDN) systems in [9]. Although 
SDN offers a flexible and customizable network-
ing service by centrally managing the network, 
network attacks remain a significant concern for 
its development. Intrusion detection systems can 
detect and identify various threats, but predicting 
the formation of new attacks becomes challeng-
ing, making manual rule writing a tedious task. 
The study seeks to automate the rule generation 
process using Genetic Algorithm to predict the 
likelihood of new attack formation and generate 
rules for detection, prevention, and mitigation of 
their effects. The research specifically focuses on 
integrating intrusion detection systems with Ge-
netic Algorithm to automate the rule generation 
process for predictive cases, addressing the dif-
ficulties posed by new and unknown network at-
tacks in SDN systems.

A transfer learning intrusion detection sys-
tem based on the Convolutional Neural Net-
work architecture for cloud Internet of Things 
systems is presented in [10]. The ELETL-IDS 
model, which is designed for efficient and light-
weight ensemble transfer learning, utilizes five 
pre-trained CNN models and the top three best-
performing models to attain 100% accuracy in 
identifying network attacks. This model is both 
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reliable and efficient, making it suitable for de-
ployment in cloud IoT systems for intrusion de-
tection purposes.

Purpose of study [11], is to focus on address-
ing the issue of missing values in applications, 
which can impact the accuracy of the results 
obtained through learning methods. The authors 
review existing solutions based on statistical or 
machine learning techniques, and discuss the 
limitations of these approaches. They propose 
the use of autoencoder networks and adversarial 
training as potential solutions, but note that cur-
rent methods are impaired by network structure 
and training strategies. The authors argue that 
by carefully selecting network structure and op-
timization strategies, they can outperform other 
deep learning solutions, and demonstrate the im-
pact of stochastic corruption of inputs on net-
work performance.

Machine learning-based intrusion detec-
tion systems have been proposed to mitigate 
security risks, but they are often negatively af-
fected by the imbalanced data distribution com-
monly found in IIoT environments [12]. The 
proposed solution in this paper addresses the is-
sue of identifying unknown attacks by present-
ing a novel hybrid model called EvolCostDeep. 
This model combines stacked autoencoders and 
convolutional neural networks and uses a new 
cost-dependent loss function to optimize the 
model’s parameters. The cost is determined us-
ing an evolutionary algorithm, which improves 
the accuracy of identifying unknown attacks. 
In addition to the EvolCostDeep model, the au-
thors also introduce a fog computing-enabled 
framework called DeepIDSFog. This framework 
is designed to handle big Industrial Internet of 
Things traffic data and effectively addresses the 
class imbalance problem by parallelizing the 
EvolCostDeep model through task-level and 
model-level mechanisms. Overall, the proposed 
approach offers an effective solution for identi-
fying unknown attacks in IIoT traffic data while 
also ensuring scalability and efficiency. The au-
thors conducted a series of experiments on two 
different data sets, ToN-IoT and UNSW-NB15, 
and the results demonstrate that the proposed 
frameworks outperform other methods in terms 
of accuracy and speed. This paper contributes to 
the development of effective and scalable intru-
sion detection systems for IIoT environments, 
providing a promising solution to mitigate cyber 
attacks and intrusions in critical industries.

The authors propose using Artificial Intel-
ligence techniques, particularly Deep Learning 
models, to enhance the performance of an IDS 
and reduce cyberattacks on IoT and IIoT net-
works. To achieve this, the authors employ an en-
semble classifier method that combines multiple 
prediction algorithms to create a new model with 
greater precision in [13]. The authors incorporate 
an Artificial Neural Network, which updates all 
model weights based on training data to achieve 
optimal performance. Overall, the proposed ap-
proach aims to enhance the accuracy and efficien-
cy of IDS through the use of advanced AI tech-
niques in IoT and IIoT network settings. The pro-
posed approach is evaluated on a dataset, and the 
results show that the stacked ensemble classifier 
outperforms any individual classifier, achieving 
an average accuracy of 99.7%. The authors make 
their code publicly available to ensure reproduc-
ibility. This paper represents a valuable contribu-
tion to the field of cybersecurity, offering a new 
approach to the challenging problem of intrusion 
detection and prevention.

An intrusion detection model that uses a com-
bination of dimensionality reduction, chi-square 
feature selection and multi-class support vector 
machine (SVM) is developed in study [14]. The 
authors argue that using a sole classifier algo-
rithm for intrusion detection is not sufficient, as 
it fails to achieve high attack detection rates with 
reduced false alarm rates, given the large amount 
of data to process. To address this problem, the 
proposed model reduces the data to an optimal 
set of attributes without losing information using 
dimensionality reduction techniques, then selects 
relevant features using chi-square feature selec-
tion. The reduced feature set is then used to train 
a multi-class SVM classifier, which has not been 
widely used for intrusion detection so far. The au-
thors also apply a parameter tuning technique to 
optimize the SVM classifier’s parameters, namely 
the gamma and overfitting constant. They experi-
mentally evaluate the proposed approach on the 
NSL-KDD dataset, an enhanced version of the 
KDDCup 1999 dataset, and show that it results 
in better detection rates and reduced false alarm 
rates compared to existing approaches.

The growing necessity for intelligent deci-
sion-making in detecting cyber-attacks within the 
industrial internet of things (IIoT) context is dis-
cussed in [15]. While IIoT enables optimal indus-
trial operations through the collection and pro-
cessing of large amounts of data, it also creates 
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new opportunities for malicious cyber-attacks. 
The paper proposes an intrusion detection sys-
tem (IDS) that utilizes deep learning models to 
address this issue, specifically through the com-
bination of long short-term memory (LSTM) and 
convolutional neural network (CNN) techniques, 
which have been proven to be effective in intru-
sion detection and classification. The proposed 
model is evaluated using the Edge-IIoTset data-
set, which includes actual traffic networks of IoT 
and IIoT applications. To measure effectiveness, 
the model is compared to traditional machine 
learning models as well as recently proposed re-
lated models. The results of the study show that 
the CNN-LSTM model outperforms other models 
in terms of accuracy, demonstrating its effective-
ness in detecting cyber security intrusions in IIoT 
applications.

A lightweight intrusion detection model is 
proposed in [16] for software-defined networks. 
The paper examines the vulnerabilities posed by 
the extensive connectivity and data exchange in 
the SDN-based industrial cyber-physical envi-
ronment, with a particular emphasis on the SDN 
controller as a high-value target for cyberattacks. 
The paper highlights the difficulty of deploying 
intrusion detection systems based on deep learn-
ing in an IIoT network with stringent latency de-
mands for prompt identification and mitigation of 
cyber attacks. To tackle this challenge, the paper 
introduces a lightweight intrusion detection mod-
el tailored to an SDN-based industrial CPS envi-
ronment. The proposed model is assessed using 
a publicly available cyber-security dataset related 
to SDN, and it delivers high accuracy, precision, 
recall, and low time cost, surpassing existing 
state-of-the-art models.

An intrusion detection system (IDS) is pre-
sented as a monitoring and defense system against 
cyberattacks [17]. IDS uses signature-based and 
anomaly-based techniques to detect cyber attacks. 
However, these techniques face several challeng-
es. Examples of these challenges are false alarms, 
complex and high-dimensional data, and long 
computation times. To address these challenges, 
the paper proposes using feature selection, spe-
cifically the correlation-based feature selection 
(CFS) approach, which reduces the amount of 
data processed by the IDS detection engine. The 
proposed CFS-based IDS is evaluated using the 
CIC-IDS2018 dataset and achieves high accuracy, 
recall, specificity, precision, F1-score, true posi-
tive rate, and true negative rate. The experimental 

results demonstrate that the proposed CFS-based 
IDS performs optimally, achieving an accuracy of 
99.9995%.

In an effort to enhance the performance of in-
trusion detection systems, a novel network anom-
aly detection model, named SPIDER, has been 
proposed in a recent study [18]. This approach 
incorporates four types of Recurrent Neural Net-
works, namely Bi-LSTM, LSTM, Bi-GRU, and 
GRU, and utilizes Principal Component Analysis 
to reduce data dimensions, thus mitigating issues 
associated with high dimensionality. The primary 
goal of this study is to improve the accuracy and 
efficiency of IDSs for detecting network intru-
sions. The proposed model is assessed using two 
widely known datasets, NSL-KDD and UNSW-
NB15, to evaluate its robustness and effectiveness 
in detecting intrusions. The findings reveal that 
the SPIDER model surpasses existing models in 
detecting intrusions and has the potential to make 
significant contributions to the development of 
more efficient intrusion detection systems.

A detection system for attacks in Industrial 
Internet of Things (IIoT) settings is introduced 
[19] using a Deep Random Neural Network 
(DRaNN). IIoT merges internet-connected smart 
devices and sensors, generating large amounts of 
data requiring intelligent processing for cyber-
security measures. The authors employed deep 
learning techniques to create their intrusion de-
tection system, with the proposed DRaNN being 
a variation of the Artificial Neural Network that 
boasts improved generalization and a highly de-
centralized structure. To improve the accuracy 
of attack detection, the authors employed a com-
bination of hybrid particle swarm optimization 
and sequential quadratic programming (SQP) to 
train the proposed RaNN, yielding optimal hy-
perparameters. The efficacy of the DRaNN-based 
scheme was evaluated by conducting experi-
ments on three new IIoT datasets in both binary 
and multiclass configurations. The results showed 
superior performance compared to other attack 
detection methods in IIoT settings. This approach 
could contribute to the development of fast and 
reliable attack detection mechanisms for IIoT 
environments.

A novel technique has been suggested to 
improve the precision and detection rate of net-
work-based intrusion detection systems (NIDS) 
for identifying anomalies while reducing the 
incidence of false positives [20]. The proposed 
approach utilizes a combination of artificial bee 
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colony (ABC) algorithm for feature selection and 
the AdaBoost algorithm for the assessment and 
classification of features. Two datasets, namely 
NSL-KDD and ISCXIDS2012, were used to 
evaluate the efficiency of the proposed method, 
and the results indicate that it outperforms oth-
er IDS techniques in diverse attack scenarios in 
terms of accuracy and detection rate. The study 
concludes that the suggested hybrid method offers 
an effective solution to improve the performance 
of A-NIDS and reduce false alarms and detection 
accuracy issues that arise due to the large volume 
of network data.

The study [21] aims to evaluate the perfor-
mance of different machine learning algorithms 
in detecting network intrusions using the NSL-
KDD benchmark data set. It specifically focuses 
on using Support Vector Machine, J48, Random 
Forest, and Naïve Bytes algorithms for both bi-
nary and multi-class classification. The paper 
discusses the results of applying these algorithms 
and how they outperformed previous works in 
network intrusion detection. Overall, the paper 
aims to provide promising alternatives to tradi-
tional intrusion detection systems using machine 
learning and deep learning techniques.

METHOD

Automated preprocessing plays a vital role in 
detecting intrusions in IIoT systems. It allows the 
system to filter out irrelevant data, decrease data 
volume, and convert the data into an easy-to-an-
alyze format. This leads to real-time detection of 
intrusions, enhances system efficiency, and guar-
antees the safety and security of IIoT systems. 

Automated preprocessing holds importance for 
intrusion detection in industrial Internet of Things 
systems owing to various underlying reasons:
 • Scale: IIoT systems generate massive amounts 

of data from various sources, including sen-
sors, control systems, and other devices. This 
data needs to be preprocessed to filter out irrel-
evant information and reduce the data volume 
to a manageable size. Automated preprocess-
ing techniques such as data reduction, sam-
pling, and filtering can help in reducing the 
amount of data to be processed by an intrusion 
detection system, thus improving its efficiency 
and effectiveness.

 • Timeliness: Timeliness is crucial in IIoT sys-
tems because any delay in processing data can 

result in serious consequences such as equip-
ment failure, production loss, or even safety 
incidents. Automated preprocessing helps in 
real-time analysis of data, enabling quick de-
tection and response to any intrusion attempts. 
By automating the preprocessing, the system 
can quickly filter and extract the essential fea-
tures from the incoming data and identify any 
suspicious behavior in real-time.

 • Complexity: IIoT systems are complex, and 
the data generated by them is often unstruc-
tured, noisy, and difficult to analyze. Auto-
mated preprocessing techniques such as data 
cleaning, feature extraction, and normaliza-
tion help in transforming the data into a for-
mat that is easy to analyze. For instance, data 
cleaning can help remove missing or corrupted 
data, while feature extraction can help identify 
patterns and trends that can be used to detect 
anomalies in the data.

 • Efficiency: Manual preprocessing of IIoT 
data can be time-consuming and error-prone. 
Automated preprocessing techniques help in 
reducing the time and effort required to pre-
process data, thus increasing the efficiency of 
the intrusion detection system. By automat-
ing the preprocessing, the system can quickly 
filter out the irrelevant data and extract only 
the essential features needed to detect intru-
sions. This reduces the computational cost and 
speeds up the intrusion detection process.

Imputation

Missing data is a common issue in real-world 
datasets, and imputation is the process of replac-
ing these missing values with estimated values 
based on other available information [22].

One of the primary advantages of imputa-
tion is that it can lead to more complete data. 
Without imputation, missing data would be ex-
cluded from the analysis, which could result in 
the loss of valuable information. Imputation can 
help make more use of the available data and 
prevent the exclusion of potentially relevant 
observations. Imputation can also lead to better 
statistical power. By imputing missing values, 
the resulting dataset will have a larger sample 
size. This can improve the statistical power of 
the analysis, making it easier to detect signifi-
cant effects. Another advantage of imputation is 
that it can help reduce bias that may result from 
ignoring missing data. By estimating the missing 
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values, imputation can help reduce the bias that 
may result from only analyzing complete cases. 
This can lead to more accurate results and better 
inference. Imputation can also help improve the 
accuracy of machine learning models. By imput-
ing missing values, the resulting dataset is more 
complete and can be used to train more accurate 
models. This can lead to better predictions and 
more useful insights. 

Imputation is a flexible technique that can be 
applied to a wide range of data types and can be 
used in various contexts and applications. Impu-
tation methods can vary depending on the type 
of data and the context of the problem, making 
it a versatile tool for handling missing data. It is 
generally easy to use, with a wide range of avail-
able methods and software packages. This makes 
it a practical solution for handling missing data in 
many different research applications.

Some common types of imputation include: 
 • Mean imputation: Replacing missing values 

with mean of the non-missing values in the 
same column.

 • Median imputation: Replacing missing values 
with the median of the non-missing values in 
the same column.

 • Mode imputation: Replacing missing values 
with the mode of the non-missing values in 
the same column.

 • Most frequent imputation: Replacing missing 
values with the most frequent values in the 
same column.

Scaling

In many machine learning algorithms, fea-
tures with different scales can have a dispropor-
tionate impact on the model. Scaling refers to the 
process of transforming features in a dataset to 
have similar scales. This can help the algorithm 
converge faster and improve its accuracy.

Scaling can have a significant impact on the 
performance and accuracy of machine learning 
models. This is because some machine learning 
algorithms are sensitive to the scale of the input 
features. For example, algorithms like k-nearest 
neighbors, support vector machines, and neural 
networks use distance measures to calculate the 
similarity between data points. If the features 
have different scales, then the distance measure 
will be dominated by the features with the larger 
scale. This can lead to inaccurate predictions and 
suboptimal performance of the model. 

Another impact of scaling on machine learning 
models is related to the convergence speed of itera-
tive algorithms. Iterative algorithms such as gradi-
ent descent converge faster on scaled data, which 
leads to quicker convergence to the optimal solu-
tion. The choice of scaler depends on the nature 
of the dataset and the machine learning algorithm 
used. There are different types of scalers that are 
commonly used in machine learning, including:
 • Min-Max Scaler: Min-max scaling is a method 

that transforms the features to a scale between 0 
and 1. This method is useful when the features 
have a large range of values and some features 
may dominate others. Min-max scaling ensures 
that all features are on the same scale, making 
it easier for the machine learning algorithm to 
learn from the data. The method is simple to 
implement and has the advantage of preserving 
the original structure of the data. However, it 
can be sensitive to outliers, which can cause the 
feature values to be distorted. Min-Max scaling 
function is show in Eq. (1).

 
𝑧𝑧𝑖𝑖 =  𝑥𝑥𝑖𝑖 − min (𝑥𝑥)
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 (1) 
 • Standard Scaler: Standard scaling is a method 

that transforms the features to have a mean of 
0 and a standard deviation of 1. This method 
ensures that the features have the same mean 
and variance, making it easier for the machine 
learning algorithm to learn from the data. Stan-
dard scaling has the advantage of being easy to 
interpret and can be less sensitive to outliers than 
min-max scaling. However, it can be sensitive to 
outliers if the outliers are very large or very small. 
Standard scaling function is shown in Eq. (2).

 

𝑧𝑧𝑖𝑖 =  𝑥𝑥𝑖𝑖 − min (𝑥𝑥)
max(𝑥𝑥) − min (𝑥𝑥) 

 
𝑧𝑧 =  𝑥𝑥𝑖𝑖 −  𝜇𝜇

𝜎𝜎  
 

𝑋𝑋𝑛𝑛𝑛𝑛𝑛𝑛 =  𝑋𝑋 −  𝑋𝑋𝑚𝑚𝑛𝑛𝑚𝑚𝑖𝑖𝑚𝑚𝑛𝑛
𝐼𝐼𝐼𝐼𝐼𝐼  

 

 (2)
 • Robust Scaler: Robust scaling is a method that 

transforms the features based on the median 
and interquartile range, making it robust to out-
liers. This method is useful when the data con-
tains outliers, as it ensures that the outliers do 
not dominate the feature values. Robust scal-
ing has the advantage of being robust to outli-
ers and can provide better results when the data 
contains a large number of outliers. However, 
it can be more complex to implement and may 
not preserve the original structure of the data 
as well as min-max scaling or standard scaling. 
Robust scaling function can be seen in Eq. (3).

 

𝑧𝑧𝑖𝑖 =  𝑥𝑥𝑖𝑖 − min (𝑥𝑥)
max(𝑥𝑥) − min (𝑥𝑥) 

 
𝑧𝑧 =  𝑥𝑥𝑖𝑖 −  𝜇𝜇

𝜎𝜎  
 

𝑋𝑋𝑛𝑛𝑛𝑛𝑛𝑛 =  𝑋𝑋 −  𝑋𝑋𝑚𝑚𝑛𝑛𝑚𝑚𝑖𝑖𝑚𝑚𝑛𝑛
𝐼𝐼𝐼𝐼𝐼𝐼  

 
 (3)
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Feature selection

There are instances where a dataset may in-
clude numerous features that are not necessary 
for solving the problem at hand. To address this, 
feature selection involves the careful selection of 
a relevant subset of features from a larger pool 
within a dataset. By doing so, this approach can 
enhance model performance by mitigating the 
chances of overfitting and improving the model’s 
comprehensibility.

Feature selection is critical in machine learn-
ing because it reduces the number of input fea-
tures, which helps in reducing the computational 
complexity of the model. The inclusion of irrel-
evant features can lead to overfitting, where the 
model learns noise in the data rather than the 
underlying patterns. This results in poor perfor-
mance on new and unseen data. Feature selection 
also helps in improving the interpretability of the 
model by reducing the number of input features.

There are three main types of feature selec-
tion techniques in machine learning:
 • Filter methods: Filter methods select features 

based on their statistical properties such as corre-
lation, variance, and mutual information. These 
methods are computationally efficient and can 
be used as a preprocessing step before applying 
a more complex machine learning algorithm.

 • Wrapper methods: Wrapper methods evaluate 
the performance of the machine learning algo-
rithm on different subsets of features. These 
methods are computationally expensive and 
require training and evaluating the model on 
multiple subsets of features.

 • Embedded methods: Embedded methods in-
corporate feature selection as part of the ma-
chine learning algorithm. These methods learn 
the relevance of the features during the train-
ing phase of the algorithm.

The choice of feature selection technique 
depends on the nature of the dataset and the ma-
chine learning algorithm used. Filter methods 
are best suited for datasets with a large number 
of features and can be used as a preprocessing 
step before applying more complex algorithms. 
Wrapper methods are suitable for datasets with 
a small number of features and can be used 
when the computational cost is not a constraint. 
Embedded methods are suitable for algorithms 
like decision trees, random forests, and gradient 
boosting, which incorporate feature selection as 
part of the algorithm.

Experimental evaluation

Machine learning algorithms require a well-
prepared and structured dataset to produce opti-
mal results. Preprocessing the data prior to feed-
ing it into a model is crucial to improve the accu-
racy and performance of the model. In this paper, 
we present a preprocessing pipeline that includes 
three steps: imputation, scaling, and feature se-
lection. The pipeline is designed to handle miss-
ing data and make the features more suitable for 
machine learning algorithms. In our preprocess-
ing pipeline, each step’s output serves as an input 
for the next step, making the pipeline automated. 
This automation eliminates the need for manual 
intervention, ensuring consistency and reducing 
the risk of human error. The automated pipeline 
saves time and resources and makes the process 
of preparing data for machine learning more ef-
ficient. To evaluate effectiveness of each step and 
find the best result in pipeline, our model uses 
XGBoost classifier. The steps of automated pre-
processing pipeline is shown in Figure 1.

Handling missing data is a common challenge 
in machine learning, as most algorithms do not 
work well with missing values. To address this 
issue, the first step in our pipeline is imputation, 
which replaces missing values with estimated val-
ues. In this step, we implement three imputation 
methods: mean imputation, median imputation, 
and most frequent imputation. Each imputation 
method is applied individually and the results are 
sent to the XGBoost classifier. In this way, it can 
be determined which imputation method gives 
the best result on the dataset.

The next step in our pipeline is scaling. The 
method that gives the best result in the imputation 
step is sent as input to the scaling step. Scaling is a 
crucial step in the preprocessing pipeline as many 
machine learning algorithms are sensitive to the 
scale of the features. This step transforms the fea-
tures to a common scale so that they can be used 
in the machine learning algorithm. In our pipeline, 
we implement three scaling methods: min-max 
scaling, standard scaling, and robust scaling.

After each scaling method is applied, the XG-
Boost classifier is used to evaluate its effective-
ness. The performance of the classifier is used 
as a measure of the effectiveness of each scaling 
method. The scaling method that provides the best 
performance is selected for use in the final model.

The final step in our pipeline is feature selec-
tion, which is the process of selecting a subset of 
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the features to use in a machine learning model. 
Feature selection is important because it reduces 
the complexity of the model, reduces overfitting, 
and improves the interpretability of the model. In 
this step, we implement a hybrid approach that 
combines shapley values and a genetic algorithm 
for feature selection.

Shapley values are a measure of feature im-
portance that takes into account the contribution 
of each feature to the prediction made by the mod-
el. Our model uses shapley values to determine 
the importance of each feature and set a threshold 
for the feature importance. Two distinct methods 
for determining the threshold were employed in 
the study. The first approach involves setting a 
fixed value for the threshold, while the second 
approach involves computing the mean absolute 
Shapley value and using it as the threshold. This 
enables the acquisition of a generic threshold for 
each classification method and dataset. The mean 
absolute Shapley value is a measure of feature 
importance in Shapley. Shapley values represent 
the contribution of each feature to the prediction 
made by the model, and can be both positive and 
negative. The mean absolute Shapley value is cal-
culated by taking the absolute value of the Shap-
ley values for each feature, and then computing 
the mean value across all instances in the dataset. 
It provides a measure of the overall importance 
of each feature, taking into account both the mag-
nitude and direction of the Shapley values. If a 
feature’s importance is below the threshold, we 
do not use it in the genetic algorithm. The genetic 
algorithm is a optimization technique that uses 
principles of natural selection to find the optimal 
solution. In our case, the optimal solution is the 
subset of features that produces the best perfor-
mance in the machine learning model. The genet-
ic algorithm evaluates different combinations of 
features and selects the combination that results 
in the best performance. The optimal solution for 
selecting individuals with respect to feature selec-
tion is determined by the fitness function, which 

is used to evaluate the performance of each indi-
vidual in the population. Fitness function is de-
fined as the classification accuracy of XGBoost 
classifier on a given dataset using the selected 
subset of features. The genetic algorithm evolves 
the feature subset by repeatedly generating and 
evaluating candidate solutions until stopping cri-
terion is reached.

To begin the genetic algorithm, a population 
is generated randomly. This population is then as-
sessed using the fitness function to determine the 
most successful parents based on their accuracy in 
classification. Afterward, the crossover operation 
is carried out by selecting random parts of features 
from the two strongest parents and merging them 
to create a new offspring. Mutation is then applied 
by randomly adding or removing features through 
flipping selected bits in the child solution. Table 1 
demonstrates an instance of mutation. Assuming 
our dataset has five features, and the resulting se-
quence after crossover is 11101. Genes represent-
ed by 1 indicate that a feature is included in subset, 
while genes represented by 0 indicate that a fea-
ture is not included. Upon examining the features, 
it is evident that Feature 4 is not included in the se-
lection. If mutation were not performed, accuracy 
would be computed with the remaining four fea-
tures. However, mutation involves randomly se-
lecting and altering bits. As depicted in the table, 
the mutation produced the sequence 10101. As a 
result, Feature 2 will not be considered in model 
evaluation after the mutation.

After calculating feature importance with 
Shapley values, all features above a threshold are 
given as input to the genetic algorithm. By its na-
ture, the genetic algorithm must have a stopping 
criterion. As the number of features to be included 
in the genetic algorithm process is reduced, fea-
tures that can achieve higher success in a shorter 
time can be selected. Therefore, a filtering with 
shapley value is used in our model. The flow 
diagram of our hybrid feature selection approach 
using Shapley Values and Genetic Algorithm is 
shown in Figure 2.

Figure 1. Steps of automated preprocessing pipeline
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Performance evaluation

Our automated preprocessing model has 3 
steps: imputation, scaling, and feature selection. 
The imputation module of our automated pre-
processing model is an important step in the data 
cleaning and preparation process. It is used to fill 

in missing data values in the dataset before fur-
ther analysis is conducted. In this module, there 
are three different imputation methods available: 
mean imputation, median imputation, and most 
frequent imputation.

To implement the imputation module, the 
missing values in the dataset are first identified. 
Then, the selected imputation method is applied 
to replace the missing values with appropriate 
values based on the non-missing values in the da-
taset. This process ensures that there are no miss-
ing values in the dataset, which is essential for 
building a predictive model.

To evaluate the accuracy of the proposed mod-
el and approach, three datasets were used in this 
study. The first dataset, X-IIoTID [23], contains 
data on Industrial Internet of Things (IIoT) sys-
tems, which are widely used in industrial settings. 
The second dataset, KddCup99 [24], is a well-
known dataset in the field of intrusion detection 
that contains network traffic data from a simulated 
military network. Finally, the third dataset, NSL-
KDD [24], is a benchmark dataset that is com-
monly used to evaluate intrusion detection models.

By using these three diverse datasets, we can 
assess the robustness of the proposed model and 
approach across different settings and scenarios. 
This allows us to draw more general conclusions 
about the effectiveness of the proposed method 
and its potential for real-world applications.

Table 2 displays the results of applying vari-
ous imputation techniques to the X-IIoTID, Kd-
dCup99, and NSL-KDD datasets. Our model 
applies these techniques one by one to dataset 
and records the accuracy achieved for each im-
putation method in the database. The parameter 

Table 1. Mutation on features
Description Feature 1 Feature 2 Feature 3 Feature 4 Feature 5

Before mutation 1 1 1 0 1

After mutation 1 0 1 0 1

Figure 2. Flow diagram of feature selection step

Algorithm 1. Feature selection with Shapley values
Initialize an empty dictionary to store the Shapley values 
for each feature
For each subset of features ‘S’
 Compute the marginal contribution of each feature ‘i’ in 
‘S’:
 Select the features in ‘s’ from input ‘X’ and split the 
remaining features into X_not_S
 Compute the model’s predictions on both X_S and X_not_S
 Compute the difference between predictions with and 
without feature ‘i’ in ‘S’
 Take the mean of the differences over all samples in ‘X’
For each feature ‘i’
 Shapley_value_of_i = Sum of the marginal contributions 
that contain ‘i’ / total number of subsets that contain ‘i’
 Store Shapley_value_of_i in dictionary with key ‘i’ 

Algorithm 2. Feature selection with Genetic Algorithm
Initialize population: generate a population where each 
individual is a binary feature vector with a length equal to 
the total number of features in dataset
Evaluate the fitness of the initial population
For each generation i=1 to maxGenerations
 Select parent for the next generation
 Create offspring using crossover and mutation
 Evaluate the fitness of the offspring
 Replace the least fit individuals with the offspring
Select the best individual as solution
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information associated with the highest accuracy 
is then selected as input for the scaling step, which 
is the second step of our model. Table 2 shows 
that applying the median imputation method for 
missing values on X-IIoTID dataset, results in 
higher accuracy. The scaling step includes this 
imputation method as a parameter for handling 
missing values. Since there are no missing val-
ues in the KddCup99 and NSL-KDD datasets, no 
distinction could be observed through imputation 
methods. Therefore, the accuracy values on these 
datasets remained the same.

In the second step of our model, which is 
commonly referred to as the scaling step, our 
model utilize three distinct scaling methods to 
preprocess the data: the min-max scaler, standard 
scaler, and robust scaler. The min-max scaler 
scales the data to a fixed range, usually between 
0 and 1, by subtracting the minimum value and 
dividing by the range of the data. The standard 
scaler, on the other hand, scales the data to have 
a mean of 0 and a standard deviation of 1. The 
robust scaler is similar to the standard scaler, but 
it is more robust to outliers because it uses me-
dian and interquartile range rather than the mean 
and standard deviation.

After applying each scaling method, we record 
the accuracies obtained in the database to com-
pare the performance of each method. The scaling 
method with the highest accuracy from this step 
is then selected as a parameter for the last step of 
our model, the feature selection step. This step in-
volves selecting the most important features that 
contribute to the prediction model, based on the 
scaling method used. By selecting the best scaling 
method for our data, we can improve the accuracy 
of our predictive model, thus increasing the over-
all performance of our system. Table 3 displays 
the accuracy results obtained from the scaling pro-
cedures employed by our model.

In our automated preprocessing model, the 
final step is feature selection, which utilizes the 
imputation and scaling techniques developed in 
the first two steps. While a genetic algorithm can 
be used alone for feature selection, it cannot de-
termine how much each feature contributes to the 
overall accuracy. However, by randomly select-
ing features and analyzing the resulting accuracy, 
we can gain insights into their importance.

To enhance the accuracy and interpretability of 
our feature selection process, we employ a hybrid 
approach. We first use Shapley values to measure 
the contribution of each individual feature to the 
overall accuracy. We then remove any features that 
fall below a certain threshold value. This step helps 
us eliminate features that have little or no impact 
on the accuracy of our model. After identifying 
the relevant features, we use a genetic algorithm 
to create subsets of features that are likely to con-
tribute the most to the accuracy of our model. By 
doing so, we ensure that our feature subsets are 
comprised only of the most impactful features.

The X-IIoTID dataset is a complex dataset that 
requires careful feature selection to achieve accu-
rate results. Figure 3 displays a feature importance 
graph for this dataset, which provides insights into 
the impact of each feature on the overall accuracy. 
As the graph reveals, the bottom 6 features have 
little or no impact on the accuracy of the model.

Failing to perform a feature importance check 
could result in these 6 features being included 
in a feature subset in the genetic algorithm solu-
tions. This would not only decrease the accuracy 
of the model but also increase the training and test 
times. To prevent this issue, our model incorpo-
rates a feature importance check before feeding 
the genetic algorithm. In the example shown in 
Figure 3, even if the threshold value is set to 0 for 
X-IIoTID dataset, the 6 features at the bottom of 
the graph will be eliminated. This emphasizes the 

Table 2. Results of imputation methods
Dataset Imputation method Accuracy

X-IIoTID Mean 0.9967

X-IIoTID Median 0.9972

X-IIoTID Most frequent 0.9967

KddCup99 Mean 0.9998

KddCup99 Median 0.9998

KddCup99 Most frequent 0.9998

NSL-KDD Mean 0.9994

NSL-KDD Median 0.9994

NSL-KDD Most frequent 0.9994

Table 3. Results of scaling methods
Dataset Scaling method Accuracy

X-IIoTID Standard 0.9974

X-IIoTID Min-max 0.9969

X-IIoTID Robust 0.9970

KddCup99 Standard 0.9998

KddCup99 Min-max 0.9998

KddCup99 Robust 0.9998

NSL-KDD Standard 0.9994

NSL-KDD Min-max 0.9992

NSL-KDD Robust 0.9994
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Figure 3. Feature importance with SHAP on X-IIoTID dataset

Figure 4. Feature importance with SHAP on X_KddCup99 dataset
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importance of careful feature selection and how 
it can help streamline the training process and in-
crease the accuracy of the model.

The feature importance graph for the X-IIo-
TID dataset plays a critical role in ensuring accu-
rate feature selection. Our model uses this meth-
od to eliminate features that do not contribute to 
the overall accuracy, preventing the inclusion of 
unnecessary features in the feature subset. This 
results in a more efficient training process and a 
higher accuracy model. The results of our mod-
el’s hybrid feature selection using shapley value 
and genetic algorithm are displayed in Table 4.

Feature importance graphs of KddCup 99 and 
NSL-KDD datasets are shown in Figure 4 and Fig-
ure 5, respectively. The figures show that certain 
features in both datasets have a feature importance 
value of 0, meaning they do not contribute to the 
prediction of the target variable. These features 
are considered irrelevant and may even add noise 
to the model. The algorithm starts by removing 
these unimportant features from the dataset, thus 
improving the model’s performance and reducing 
the computational cost. By doing so, the hybrid 
approach can optimize the model’s performance 
while keeping it computationally efficient.

RESULTS

Automated preprocessing is crucial for effec-
tive intrusion detection in IIoT systems. By using 
automated preprocessing techniques, it is possible 
to filter out irrelevant data, reduce the data volume, 
and transform the data into a format that is easy to 
analyze. This makes it easier to detect intrusions 

Table 4. Results of feature selection with genetic 
algorithm and shapley values on X-IIoTID dataset

Feature No. Accuracy
1, 3, 4, 5, 7, 8, 11, 14, 16, 18, 19, 20, 23, 27, 
28, 29, 31, 34, 35, 36, 37, 39, 41, 43, 45, 47, 

50, 52, 53, 54, 57, 58, 59
0.9972

1, 3, 4, 5, 7, 9, 10, 11, 14 ,15 ,16, 17, 18, 19, 
20, 21, 25, 28, 29, 30, 31, 32, 33, 34, 35, 36, 
37, 38, 39, 41, 43, 45, 46, 47, 48,49, 50, 52, 

54, 55, 58, 59

0.9973

1, 2, 3, 4, 5, 7, 8, 9, 11, 12, 14, 15, 16, 17, 20, 
23, 28, 29, 30, 31, 32, 34, 35, 36, 38, 45, 47, 

49, 52, 54, 55, 57, 58, 59
0.9975

2, 3, 4, 5, 7, 11, 14, 16, 17, 18, 21, 23, 25, 27, 
29, 30, 31, 32, 33, 34, 36, 39, 41, 43, 44, 45, 

48, 49, 50, 52, 53, 55, 57, 58, 59
0.9977

1, 2, 3, 4, 7, 11, 15, 16, 17, 18, 19, 21, 22, 25, 
28, 29, 30, 33, 34, 38, 41, 43, 44, 48, 49, 50, 

52, 53, 55, 57, 58, 59
0.9982

Figure 5. Feature importance with SHAP on X_NSL-KDD dataset
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in real-time, improve system efficiency, and ensure 
the safety and security of IIoT systems.

Upon analyzing the data presented in Table 
5, it becomes evident that there is a notable im-
provement in accuracy and reduction in training/
test time after preprocessing the data.

Table 6 displays the outcomes of our au-
tomated preprocessing approach using genetic 
algorithm-based feature selection, both with and 
without feature selection. Table 5, on the other 
hand, employed Shapley values for initial filter-
ing during feature selection. In Table 6, feature 
selection was carried out solely with genetic al-
gorithm, without incorporating the feature im-
portance information from Shapley values. The 
absence of feature importance information in the 
selection process resulted in a greater number of 
features, which in turn led to reduced accuracy 
and longer training/testing times.

Intrusion detection with machine learning is 
a classification task where the goal is to correctly 
classify network traffic or events as either normal 
or malicious. In this context, precision, recall, F1-
score, and support are evaluation metrics used to 
measure the performance of a classification model.
 • Precision – is the ratio of true positive (TP) 

instances to the total number of instances clas-
sified as positive. It measures the accuracy of 
the model when it predicts a positive class. A 
high precision score indicates that the model 
has fewer false positives and is good at cor-
rectly predicting positive instances.

 • Recall – is the ratio of true positive (TP) in-
stances to the total number of positive instanc-
es. It measures the ability of the model to cor-
rectly identify positive instances, i.e., its ability 
to detect malicious traffic. A high recall score 
indicates that the model has fewer false nega-
tives and is good at detecting malicious traffic.

 • F1-score – is the harmonic mean of preci-
sion and recall. It provides a balance between 
precision and recall and is a useful metric for 
comparing the performance of different mod-
els. A high F1-score indicates a good balance 
between precision and recall.

 • Support – is the number of instances in the test set 
that belong to each class. It is useful for evaluat-
ing the model’s ability to generalize to new data.

Our automated preprocessing model with 
XGBoost was used to preprocess the X-IIoTID 
dataset, and the resulting classification report is 
presented in Table 7.

CONCLUSIONS

This research proposes a comprehensive 
hybrid feature selection approach for intrusion 
detection in Industrial Internet of Things by in-
tegrating multiple steps, including imputation, 
scaling, and feature selection using Shapley val-
ues and genetic algorithm-based automated pre-
processing. The proposed approach overcomes 

Table 5. Accuracy and elapsed time w/o preprocessing steps by using hybrid feature selection

Dataset Accuracy 
(before FS)

Accuracy (after 
FS)

Elapsed time for training 
(before FS) (s)

Elapsed time for 
training (after FS) (s)

Number of removed 
features

X-IIoTID 0.9967 0.9982 194.67 143.29 27

KddCup99 0.9998 0.9999 477.93 328.44 19

NSL-KDD 0.9994 0.9999 17.3 12.1 16

Table 6. Accuracy and elapsed time w/o preprocessing steps by using genetic algorithm only

Dataset Accuracy 
(before FS)

Accuracy 
(after FS)

Elapsed time for training 
(before FS) (s)

Elapsed time for training 
(after FS) (s)

Number of removed 
features

X-IIoTID 0.9967 0.9975 194.67 154.42 23

KddCup99 0.9998 0.9999 477.93 364.68 16

NSL-KDD 0.9994 0.9999 17.3 14.4 12

Table 7. Classification report of XGBoost
Specificattion Precision Recall F1-Score Support

Normal 0.9983 0.9981 0.9983 79729

Attack 0.9981 0.9982 0.9982 84247

Accuracy 0.9982



Advances in Science and Technology Research Journal 2023, 17(2), 120–135

134

the challenges associated with detecting mali-
cious activities in large and complex IIoT sys-
tems by identifying the most relevant features 
for intrusion detection. Our experimental results 
demonstrate that the proposed approach signifi-
cantly improves the performance of intrusion de-
tection systems in terms of accuracy, precision, 
recall, and F1-score. Moreover, the results dem-
onstrate that the proposed approach can reduce 
the number of features needed for intrusion de-
tection, which in turn reduces the computational 
and communication overhead of the system. The 
proposed approach can be used as an effective 
tool for improving the security of IIoT systems by 
detecting malicious activities accurately and ef-
ficiently. Future research can focus on extending 
the proposed approach to handle more complex 
scenarios in the IIoT environment and explore the 
potential of incorporating other machine learn-
ing techniques to improve the performance of 
the proposed approach. Our proposed automated 
preprocessing approach and hybrid feature selec-
tion for intrusion detection in Industrial Internet 
of Things has shown promising results. 
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